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ABSTRACT 

Queueing theory is the mathematical study of waiting lines or queues. In order to anticipate line lengths as well as 

the amount of time spent waiting, a queueing model is created. Because the queueing theory are frequently 

employed when making business choices regarding the resources that are required to offer a service, it is commonly 

accepted that queueing theory is a subfield of operations research. The research conducted by Agner Krarup 

Erlang, who developed models to represent the process of incoming calls at the Copenhagen Telephone Exchange 

Company, is considered to be the foundation for the idea of queuing. Since then, these concepts have been 

implemented in a variety of fields, including telecommunications, traffic engineering, computing, project 

management, and most notably industrial engineering. In this field, these concepts are utilised in the construction of 

a variety of establishments, including hospitals, stores, offices, and offices. 
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INTRODUCTION 

 

Queueing theory is a branch of mathematics that deals with the study of queues or waiting lines. The field of queueing 

theory develops mathematical models and techniques for analysing and optimising the behaviour of queues in a variety of 

different systems, including computer systems, transportation systems, telecommunications networks, and customer service 

systems. 

 

Understanding and quantifying the features of queues, such as average waiting times, queue lengths, service rates, and 

system performance measurements, is the fundamental objective of queueing theory. It is helpful in the design of efficient 

systems because it optimises the allocation of resources, minimises waiting times, and strikes a balance between the trade-

offs between costs and service quality. 

 

The theory of queuing incorporates a number of core ideas, including arrival processes, service processes, queue disciplines 

(such as First-Come-First-Served and Priority), and performance measurements (such as utilisation, throughput, response 

time, and so on). In the field of queueing theory, several mathematical models, including as Markov chains, Poisson 

processes, and exponential distributions, are frequently utilised in order to analyse and forecast the behaviour of queues. 

 

Agner Krarup Erlang, an engineer from Denmark who worked for the Copenhagen Telephone Exchange, presented the first 

article on what is now known as queueing theory in the year 1909. In 1917, he solved the problem of the M/D/1 queue, and 

in 1920, he solved the problem of the M/D/k queueing model. He modelled the number of telephone calls arriving at an 

exchange using a Poisson process. In notation according to Kendall: 

 

Arrivals take place in accordance with a Poisson process, which is denoted by the letter M, which can stand for either 

"Markov" or "memoryless." 

D stands for "deterministic," which indicates that jobs that are added to the queue need a certain amount of service. k is 

used to describe the number of servers that are present at the queueing node (k = 1, 2, 3,...). 

Jobs will be placed in a queue if there are more jobs on the node than there are servers to process them. 

 

Felix Pollaczek found a solution to the M/G/1 queue in the year 1930. This solution was subsequently recast in probabilistic 

terms by Aleksandr Khinchin and is now referred to as the Pollaczek–Khinchine formula. 

 

After the 1940s, queueing theory evolved into a field of study that attracted the attention of mathematicians. David George 

Kendall was the first person to solve the GI/M/k queue and develop the contemporary notation for queues, which is today 



International Journal of Research Radicals in Multidisciplinary Fields (IJRRMF), ISSN: 2960-043X 

Volume 1, Issue 1, January-June, 2022, Available online at: www.researchradicals.com 

37  

referred to as Kendall's notation. This accomplishment took place in 1953. Using an integral equation, Pollaczek conducted 

research on the GI/G/1 in the year 1957. The method that John Kingman presented for calculating the average amount of 

time spent waiting in a G/G/1 queue is now commonly referred to as Kingman's formula. 

 

In the early 1960s, Leonard Kleinrock worked on the application of queueing theory to message switching, and then in the 

early 1970s, he worked on the application of queueing theory to packet switching. His doctoral thesis, which he completed 

at the Massachusetts Institute of Technology in 1962 and which was later published as a book the following year, was his 

first contribution to this topic. His theoretical work, which was published in the early 1970s, provided the foundation for 

the implementation of packet switching in the ARPANET, which was the precursor to the Internet. 

 

It is now possible to take into consideration queues that have phase-type distributed inter-arrival and service time 

distributions thanks to the matrix geometric approach and matrix analytic methods. 

 

Networks with Queues 

 

Systems that connect numerous queues with one another through the use of customer routing are known as queue networks. 

After receiving service at one node, a client has the option to either move on to another node and wait in queue for service 

there or exit the network entirely. 

 

An m–dimensional vector (x1, x2,..., xm) can be used to describe the state of the system for networks with m nodes, where 

xi stands for the number of consumers at each node in the network. 

 

Tandem queues are the most straightforward example of a non-trivial network of queues. Jackson networks were 

responsible for the first notable findings in this field. These networks have an efficient product-form stationary distribution, 

and it is possible to do a mean value analysis on them. This allows for the computation of average metrics like throughput 

and sojourn times. The Gordon–Newell theorem suggests that a network is said to have a product–form stationary 

distribution if and only if the total number of customers in the network remains unchanged over time. A closed network is 

another name for this type of network. This result was extended to the BCMP network, which exhibited a product–form 

stationary distribution while having extremely generic service time, regimes, and customer routing. The Buzen algorithm, 

which was developed in 1973, can be utilised in order to determine the normalising constant. 

 

Investigations have also been conducted into customer networks such as Kelly networks, in which clients belonging to 

distinct customer classes are accorded varying degrees of priority at various service nodes. Another kind of network is 

called a G-network, and it was first suggested by Erol Gelenbe in 1993. Unlike traditional Jackson networks, which require 

exponential time distributions, G-networks don't make that assumption. 

 

 
 

Fig. 1: Queue networks systems 

 

IMPORTANT ASPECTS OF QUEUEING THEORY 

 

Here are a few essential components of the queueing theory are as follows: 

 

 The arrival of entities into a system is viewed as a stochastic process in queuing theory, which refers to it as the 
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"arrival process." It is possible for the arrival process to follow a variety of patterns, such as the Poisson process or 

deterministic arrivals. The arrival process specifies how new customers, requests, or work are brought into the 

system. 

 

 The amount of time necessary to attend to each entity in the system is reflected by the "service process," which is 

its name. Several distinct distributions, such as the exponential, the normal, or the deterministic one, can be used 

to model it. One of the most important parameters that has an effect on the system's overall performance is the 

service rate, often known as the speed of service. 

 

 The rules that determine the order in which entities are serviced from the queue are referred to as the queue's 

"discipline," which is another name for the rules. First-Come-First-Served (FCFS), Last-Come-First-Served 

(LCFS), Priority Scheduling, and Round Robin are some common queue disciplines. 

 

 The number of different entities that are currently waiting in the queue at a given point in time is referred to as the 

queue length. It is an important metric of congestion and has the potential to affect the amount of time spent 

waiting as well as the overall performance of the system. 

 

 The amount of time an entity is required to wait in the line before being attended to is referred to as the waiting 

time. The goal of queueing theory is to analyse and reduce the amount of time spent waiting, given that prolonged 

waiting can result in dissatisfied customers and decreased overall system efficiency. 

 

 Measures of System Performance Queueing theory offers a number of performance metrics that can be used to 

evaluate the efficiency of a system. These metrics include the average queue length, the average waiting time, 

utilisation (the ratio of service time to total time), throughput (the rate of entities served), and response time 

(waiting time plus service time). 

 

 Models of Queueing: In order to accurately represent and evaluate queuing systems, queueing theory makes use of 

a variety of mathematical models. M/M/1 (exponential arrivals, exponential service times, single server), M/M/c 

(many servers), M/G/1 (exponential arrivals, general service time distribution), as well as more complicated 

models such as networks of queues, are some examples of typical models. 

 

 Optimisation and Design: Queueing theory is helpful in optimising system performance by locating the optimal 

number of servers, identifying the right queue discipline, setting service rates, and making resource allocation 

decisions in order to strike a balance between efficiency and cost. 

 

 These elements are the building blocks of queueing theory, which is used to investigate and comprehend the 

behaviour of queues in a wide variety of applications that take place in the real world. 

 

 The theory of queuing has a number of important applications. 

 

 The concept of queuing is applicable to a variety of settings and domains in many different ways. The following is 

a list of significant examples of applications of queueing theory: 

 

 Queuing theory is utilised to a large extent in the design and analysis of telecommunications networks, including 

call centres, telephone networks, data networks, and internet protocols, amongst others. It contributes to the 

optimisation of call routing, the determination of the required number of lines, the management of network 

congestion, and the improvement of the overall performance of the network. 

 

 Applying queuing theory to transportation systems allows for the optimisation of traffic flow, the analysis of wait 

times at traffic signals, the design of toll booth layouts and the management of transportation hubs such as airports 

and train stations. It contributes to a better knowledge of transportation networks, which helps improve their 

efficiency. 

 

 Queuing theory is applied in the process of designing and analysing the performance of computer systems, such as 

operating systems, computer networks, and distributed computing systems. This includes the design of computer 

systems. It helps optimise the allocation of resources, manage work scheduling, analyse bottlenecks in the system, 

and estimate how long it will take for the system to respond. 
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 Manufacturing and Supply Chains: Queuing theory is utilised in manufacturing systems to increase production 

efficiency, optimise production lines, and analyse work-in-progress inventories. Studying inventory management, 

order fulfilment processes, and warehouse operations are all areas that fall under the purview of this application of 

supply chain management. 

 

 Applications of Queuing Theory Can Be Found in Healthcare Systems Queuing theory can be found in healthcare 

systems like hospitals, clinics, and emergency rooms. It aids in the analysis of patient flow, the optimisation of 

appointment scheduling, the management of waiting times, and the improvement of resource allocation, all of 

which contribute to an improvement in the overall quality and efficiency of healthcare delivery. 

 

 The concept of queuing is applicable to various types of customer service systems, including call centres, 

helpdesks, and service desks. It contributes to the optimisation of personnel numbers, the management of call 

routing techniques, the analysis of customer wait times, and the enhancement of customer happiness. 

 

 The banking and finance industry makes use of queueing theory in order to analyse customer lines at bank tellers, 

automated teller machines (ATMs), and call centres. It makes it easier to optimise service times, cut down on the 

amount of time customers have to wait, and improve service efficiency. 

 

 Retail and Hospitality: Queueing theory is used in retail environments, such as supermarkets and checkout lines, to 

improve customer satisfaction by optimising queue management, reducing the amount of time customers have to 

wait, and increasing the number of satisfied customers. It is possible to utilise it to optimise table seating, hotel 

check-in/check-out procedures, and other customer service operations in the hospitality business. 

 

These are only a few instances of how the theory of queueing can be applied to situations that occur in the real world. 

Because of its adaptability, it can be used in a variety of businesses, including those in which the length of waiting lines and 

the distribution of resources are major considerations. 

 

REAL LIFE EXAMPLES OF QUEUEING THEORY 

 

The following are some real-world examples that illustrate how queueing theory can be applied: 

 

 The application of queuing theory at supermarkets allows for greater efficiency in terms of the number of check-

out lanes that are available. The retail establishment is able to ascertain the appropriate number of customer 

service counters by doing research on the frequency of client visits, the length of time it takes to complete 

transactions, and the shopping habits of the patrons. 

 

 The concept of queuing is important to understand in the context of transportation systems like airports and train 

stations, for example. It assists in the management of passenger queues at ticket counters, security checks, and 

boarding gates, so facilitating an orderly flow of passengers and reducing the amount of time spent waiting. 

 

 Because contact centres must frequently manage high call volumes, queueing theory is a useful tool for optimising 

call routing algorithms. It guarantees that calls are allocated among available agents in an efficient manner, hence 

cutting down on waiting times and increasing the amount of customer care provided. 

 

 Applications of Queuing Theory Can Be Found in Healthcare Facilities Queuing theory can be found in healthcare 

facilities such as hospitals and clinics. It provides assistance in the management of patient lines, the optimisation 

of appointment scheduling, and the optimal allocation of resources to reduce the amount of time that patients are 

required to wait in queue and to increase overall operational efficiency. 

 

 Queuing theory is applied in traffic management systems to optimise the timing of traffic signals at junctions. This 

is done with the goal of improving traffic flow. The technology is able to dynamically adapt the timing of signal 

changes by taking into account traffic volumes and arrival patterns. This helps to enhance traffic flow and 

minimise congestion. 

 

 The concept of queuing can be applied to service counters in a variety of different situations, including banks, post 

offices, and government offices. It is helpful in establishing the ideal number of service windows or tellers in order 
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to reduce the amount of time that consumers must wait in queue. 

 

 In manufacturing processes, queueing theory can be applied to analyse work-in-progress queues and optimise 

production flow in order to improve efficiency. Manufacturing efficiency can be enhanced by carefully monitoring 

and controlling factors such as line lengths and throughput rates at various stages of production. 

 

 The concept of queuing is applicable to a variety of online services, including the servers that run websites and 

cloud computing networks. It assists in optimising server capacity, load balancing, and request management so 

that response times are efficient and service disruptions are kept to a minimum. 

 

 These examples explain how the theory of queueing may be applied in a variety of real-life circumstances to 

improve efficiency, optimise resource allocation, and boost customer satisfaction. 

 

CONCLUSIONS 

 

In queueing theory, the Systems with coupled orbits play an essential role in the application to wireless networks and signal 

processing. 

 

The modern application of queueing theory involves, among other things, product creation in situations where (material) 

products have a spatiotemporal existence. This is meant to be understood in the sense that products have a definite volume 

and a certain time. 

 

There are still unresolved issues, such as those pertaining to performance indicators for the M/G/k queue. 
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